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The AI domains



AI/ML applications already proven in clinical trials



Real world gap in AI/ML adoption 

TGA approvals

ÅAutomated retinopathy analysis systems

ÅCardiac electrophysiology software

ÅImage segmentation and lesion identification systems

Muehlematteret al.Lancet Digital Health 2021

n=305 n=230 n=97

Scheetz et al Sci Rep 2021

Use of AI in clinical practice



Potential explanations

ÅLimited evidence base

ÅLimited literacy 

ÅDivergent stakeholder perceptions and expectations

ÅFragmented AI/ML ecosystems

ÅLagging organisational readiness and capacity

ÅConstraints in the AI/ML application pipeline

ÅUnder-developed regulatory guidance



Limited evidence base

Ψ/ǳǊǊŜƴǘƭȅ ƛƴǎǳŦŦƛŎƛŜƴǘ ƭŜǾŜƭ м ŜǾƛŘŜƴŎŜ ǘƻ ŀŘǾƻŎŀǘŜ ǘƘŜ 
ǊƻǳǘƛƴŜ ǳǎŜ ƻŦ ƘŜŀƭǘƘŎŀǊŜ !L ŦƻǊ ŘŜŎƛǎƛƻƴ ǎǳǇǇƻǊǘΩ

Ψ!L ŀǇǇƭƛŎŀǘƛƻƴǎ ǎƘƻǳƭŘ ǇǊƻǾƛŘŜ ǎƻƭƛŘ ǎŎƛŜƴǘƛŦƛŎ ŜǾƛŘŜƴŎŜ 
of its effectiveness relative to [current] standard of 
ŎŀǊŜΩ

Ψ!L ŀǇǇƭƛŎŀǘƛƻƴǎ ώǘƘŀǘ ŀǊŜ ƴƻǘ ŎƻǳǇƭŜŘ ǿƛǘƘϐ ŜŦŦŜŎǘƛǾŜ 
patient-ǎǇŜŎƛŦƛŎ ƛƴǘŜǊǾŜƴǘƛƻƴǎΧΦƳŀȅ ōŜ ƛƴŜŦŦŜŎǘƛǾŜ ƛƴ 
ƛƳǇǊƻǾƛƴƎ ǇŀǘƛŜƴǘ ƻǳǘŎƻƳŜǎΩ 

Ψ²Ŝ ǳǊƎŜ ǘƘŜ ƘŜŀƭǘƘŎŀǊŜ !L ǊŜǎŜŀǊŎƘ ŎƻƳƳǳƴƛǘȅ ǘƻ ǿƻǊƪ 
closely with healthcare providers and institutions to 
demonstrate the potential for AI in real-life clinical 
ǎŜǘǘƛƴƎǎΩ 

51 studies  2010-2020
20 observational; 13 RCTs; 14 experimental
Most studies moderate to high risk of bias
No comparison group (17); small samples (14); limited 
information (29)

Decision support in four categories of tasks
Disease screening/triage (n=16)
Disease diagnosis (n=16)
Risk analysis (n=14)
Treatment (n=7)

Targeted diseases/conditions
Sepsis (n=6)
Breast cancer (n=5)
Diabetic retinopathy (n=4)
Colonic polyp/adenoma (n=4)
Cataracts (n=2)
Stroke (n=2)

Application performance (n=26)
24/26 reported acceptably satisfactory performance

Clinician benefits (n=25)
16/18: enhanced decision-making
6/7: improved workflow efficiencies

Patient benefits (n=14)
8/11: improved clinical outcomes
3/3: better patient experience

Cost-effectiveness (n=1)
1/1: reduced costs



Strategy: Define and apply appropriate research designs for AI/ML

ÅSociotechnical innovations
ÅMixed methods analyses are required 

Åqualitative as well as quantitative inquiry into model performance and use
Å informed by theories of technology acceptance  

ÅRapidly evolving technologies
ÅTraditional linear RCTs using fixed study protocols may not work

ÅAdaptive study designs with built-in PDSA 
ÅHybrid effectiveness-implementation trials
ÅStepped wedge roll-out

ÅTask and context-sensitive
Å{ƛƴƎƭŜ ǇƘŀǎŜ LLL ƛƴǘŜǊǾŜƴǘƛƻƴ ǘǊƛŀƭǎ ŀƛƳ ǘƻ ǇǊƻǾŜ ǊŜǇǊƻŘǳŎƛōƭŜ ΨŀǾŜǊŀƎŜΩ ŜŦŦŜŎǘ ƛƴ ƭŀǊƎŜ ƘŜǘŜǊƻƎŜƴƻǳǎ 

populations across multiple settings   --- generalisability
ÅAI/ML applications are designed for specific tasks within specific contexts 
ÅMultiple local prospective replication trials are necessary for external validation 

ÅChoice of comparator
ÅHuman expert performance within current system of care delivery  



Strategy: Encourage methodological rigour in AI/ML research 



Limited literacy

Competencies needed to 
understand and use 
computerised devices and 
platforms

Appreciation of the nature, aims and limitations of science

Ability to use code to express, explore and communicate ideas

Ability to read, work with, analyse, 
apply and debate with data as a 
broader inquiry process

Ability to critically evaluate AI technologies, communicate and 
collaborate effectively with AI, and use AI as a tool in clinical practice

Adapted from Long & MagerkoCHI 2020



Limited literacy

Consistently stated 
impressions at all levels of 
training

ÅAI/ML will change clinical 
practice

ÅFaculty of universities 
and professional colleges 
do not have expertise 
and skills in AI

ÅNeed for interdisciplinary 
training 

245 final year medical students (Aust, NZ, US)   Blacketeret al Intern Med J 2021  



Strategy: Provide structured education and CPD

ÅCertified curricula, on-line courses, webinars, conferences, datathons, primers

AI in Health Care
Long course (3 months)
Short course (6 weeks)

Designing and Implementing 
AI Solutions for Health Care
Short course (2 weeks)



Strategy: Educate clinicians to ask key questions of AI/ML applications

ÅPURPOSE: What will this application do for me and my patient?

ÅTRUSTWORTHINESS: Can I trust this application?

ÅINTELLIGIBILITY: Do the predictions of this application make sense to me?

ÅRESPECT and AUTONOMY: How much respect and choice does this application give me/my 
patient?

ÅINTEGRATION: Does this application fit easily into my workflow and operating environment?

ÅSUSTAINABILITY: What is the life cycle of this application?



Divergent stakeholder perceptions and expectations
What do clinicians think of AI?

Positive perceptions Negative perceptions

Improved diagnostic accuracy; fewer errors (n=2)

More efficient work flows (n=4)

Less time spent on administrative and other 

mundane tasks (n=2)

Synthesis of clinical information (n=2)

Updating of clinical records (n=1)

More time spent with patients (n=1)

Improved access to care (n=1)

Liability for AI-mediated errors (n=1)

Insufficient training and continuing professional 

development in AI (n=4)

Reputational loss and reduced demand for 

ǎǇŜŎƛŀƭƛǎǘ ƻǇƛƴƛƻƴ όΨ5L¸ ƳŜŘƛŎƛƴŜΩύ όƴҐнύ

Potential erosion of empathetic communication 

with patients (n=2)

Risk of privacy breaches and loss of confidentiality 

of patient information (n=1) 

Lack of proof of efficacy of AI applications in clinical 

settings (n=2)

Limited explainability(n=1)

Scott et al BMJ Health Care Inform 2021 (in press)



Divergent stakeholder perceptions and expectations
What do patients/consumers think of AI?

Positive perceptions Negative perceptions

Second opinions to clinicians yielding better 

decisions (n=3)

Improved access to care (n=1)

Dehumanisation of the clinician-patient 

relationship (n=2)

Threat to shared decision-making involving patients 

(n=1)

Low trustworthiness of AI advice (n=3)

Insufficient clinician and regulatory oversight (n=1)

Uncertainty around fairness and equity in 

treatment allocation (n=1)

Scott et al BMJ Health Care Inform 2021 (in press)



Divergent stakeholder perceptions and expectations
What do healthcare executives think of AI?

Positive perceptions Negative perceptions

Improved operational efficiency, cybersecurity, 

analytic capacity, cost savings (n=1)

Uncertainty around patient satisfaction, access to 

care, improved patient outcomes (n=1)

Scott et al BMJ Health Care Inform 2021 (in press)

Positive perceptions Negative perceptions

Most of the positive perceptions already listed 

(n=3)

Limited access to high quality data for model 
development (n=1)
Unresolved legal liability question (n=1)
Lack of explicit and robust regulatory frameworks 
(n=1)
Low levels of funding for independent, investigator-
led research in AI (n=1) 

What do industry professionals think of AI?



Strategy: AI/ML charter that reconciles stakeholder expectations

Expectation Dependency

Ensure accuracy, freedom from bias, 

trustworthiness

Model development and testing must involve domain experts, use high quality data sets, minimise bias, and 

demonstrate accurate results in the populations for which they are to be used

Improve efficiency and reduced 

administrative burden

Applications must be fitted to, and complement, routine clinical workflows and, where possible, self-populate 

the required data with minimal clinician input. 

Improve clinical decision-making and 

outcomes

Applications must be as or more effective in improving clinical decision-making and patient outcomes than 

current care, and be accompanied with clinician oversight. 

Augment clinician-patient interaction Applications should not distract from, or degrade, human to human interaction and shared decision-making. 

Ensure explainabilityand transparency Applications should aim to provide explainabilityand transparency in regards to their inner workings, while 

acknowledging limits to the extent this can be achieved.

Preserve and enhance  professional 

roles

Applications must be sensitive to potential loss of jobs or professional reputation, remove tedium, improve 

job satisfaction, provide new skills, meet training needs.

Obtain regulatory approval Applications should be subject to regulatory standards that are robust, transparent and responsive to 

updates of existing applications.

Determine liability for error Applications should be associated with clear lines of responsibility regarding liability for error, including no-

fault provisions.

Ensure privacy, confidentiality and 

security

Application developers must ensure they adhere to legal and community expectations regarding data privacy, 

confidentiality and security for health and medical data.

Scott et al BMJ Health Care Inform 2021 (in press)



Fragmented AI/ML ecosystems

Foundations for AI/ML in healthcare

ÅWorkforce capacity and expertise

ÅClinicians, data scientists, computer scientists, clinical informaticians, 

statisticians, methodologists, engineers, ethicists, economists, 

psychologists, sociologists, researchers, vendors

ÅAI/ML is a sociotechnical ecosystem 

ÅData sources, data storage, data analytics

ÅComputational capacity

ÅReliable long term funding 

ÅEstablished ethical, legislative, regulatory policy frameworks

ÅPatient and public involvement



Strategy: Establish statewideclinical AI/ML R & D collaborative 

ÅDigital Health CRC
ÅProf Tim Shaw (University of Sydney)
ÅProf Steven McPhail (QUT)

ÅCSIRO e-Health Research Centre/Data61
ÅProf David Hansen (Queensland)

ÅQueensland AI Hub

Australian Alliance for AI in Healthcare
Prof Enrico Coiera 
(Macquarie University)

Co-design 
Co-produce
Co-evaluate

with Clinicians 
and Consumers

ÅMetro South Clinical AI Working Group

ÅQH Sepsis Clinical AI Working Group

ÅQH Deterioration Analytics Risk Tool 
Working Group

Å Australian Institute of Machine Learning

(University of Adelaide)

Å Australian Artificial Intelligence Institute
(University of Technology Sydney)

Å NHMRC CRE in Digital Health
(Macquarie University)

Å QH/UQ Digital Health Research Group
Å UQ SMART project

Å eHealth Qld Clinical & Business Intelligence

ÅOther HHS-specific initiatives
ÅVarious consultancies

ÅOther academic discipline-
specific groups  

Queensland AI4H
Collaborative



Strategy: Establish multi-level governance processes 

Data governance

ÅData access: how, from what source and from whom will 
data be obtained?

ÅData protection:how will patient consent and privacy be 
guaranteed? 

ÅData transparency: what are the processes for sharing 

data?

Clinical governance

ÅValue proposition: how will AI/ML projects be selected for 

investment? 

ÅProblem definition: what is the AI application supposed to 
do

ÅAccountability: how and by whom is optimal performance 
to be decided and assessed

ÅClinical safety: what risk mitigation will be employed and 

who is responsible?

Technical infrastructure governance

ÅSystem reliability: how stable are the software platforms

ÅSystem interoperability: how seamless and efficient is the 

flow of data across interfaces?

ÅSystem responsiveness and adaptability: is the system 

capable of keeping up with rapidly evolving technology?

Research governance 

ÅDevelopment and validation:  how will applications be 
developed and validated? 

Å Implementation: what are the implementation and 
usability testing strategies?

ÅEffectiveness: what are the metrics of real-world 

effectiveness and fidelity and how will they be measured?

ÅEthics: how will fairness, equity and freedom from vested 

commercial interest be assured? 

The Power 
of One



Strategy: Prioritise end to end projects 

Li et al NPJ Digital Med 2020


